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TEXT AS...

PLAN
— Text as data
— Document classification

— Models for topicful
documents

— Documents in space

From Padua (2015)
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TEXT AS DATA

YOUR INSTRUCTOR

— Dr William Lowe
conjugateprior@gmail.com

— Senior Research Scientist
Data Science Lab, Hertie School

— The emergency backup instructor
“in case of emergency break class”

BEHIND THE CURTAIN
— Dr Olga Gasparyan
— Huy Ngoc Dang

— Bruno Ponne
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TEXT AS DATA

YOUR INSTRUCTOR MATERIALS
— Dr William Lowe — Practical exercises are available as zip file on the
conjugateprior@gmail.com course page
— Senior Research Scientist — Each session has a folder
Data Science Lab, Hertie School — Each folder contains an RStudio project file
— The emergency backup instructor (click to launch)
“in case of emergency break class” - %.htmlis a code walk-through
BEHIND THE CURTAIN - *.Ris the code
— Dr Olga Gasparyan — You'll never need to change the working
directory

— Huy Ngoc Dang

— Bruno Ponne
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TEXT AS DATA

Broad approaches to studying text data

— Just read it and think a bit, e.g. op-eds, punditry, kremlinology, grand strategy, etc.
— Discourse Analysis

— Natural Language Processing (NLP)

— Text as Data (TADA)

the last two are, broadly, Computational Linguistics, but with a different focus
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NOT DISCOURSE ANALYSIS

Although discourse analysis can be applied to all areas of research, it cannot be used with
all kinds of theoretical framework. Crucially, it is not to be used as a method of analysis
detached from its theoretical and methodological foundations. Each approach to discourse
analysis that we present is not just a method for data analysis, but a theoretical and method-
ological whole - a complete package. [...] In discourse and analysis theory and method are
intertwined and researchers must accept the basic philosophical premises in order to use
discourse analysis as their method of empirical study.

(Jorgensen & Phillips, 2002)

Apparent differences are theoretical. The important difference for us is that
— Discourse analysis tightly couples theory and measurement

Substantive theory # textual measurement...but they do have implications for one another
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NOT (JUST) NLP

A typical NLP pipeline
— Segmentation / tokenization
— Part of Speech (POS) tagging
— Parsing
— Named Entity Recognition (NER)

— Information Extraction (IE)
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NOT (JUST) NLP

A typical NLP pipeline :
— Segmentation / tokenization P R R IR R Y E I
. P, M R T AR s
— Part of Speech (POS) tagging FIGEAT SCAL Y AR
— Parsing
— Named Entity Recognition (NER) President Xi Jinping of China, on his first

state visit to the United States, showed off
his familiarity with American history and
pop culture on Tuesday night.

— Information Extraction (IE)
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NOT (JUST) NLP

A typical NLP pipeline
— Segmentation / tokenization
— Part of Speech (POS) tagging
— Parsing
— Named Entity Recognition (NER)

— Information Extraction (IE)

Tools:
— Spacy (spacy.io) and accessible from R
using {spacyr}
— Stanford NLP tools (nlp.stanford.edu)

Named Entity Recognition:

veson  [Log) ORDINAL Cocation
President Xi Jinping of China, on his first ~state visit to the United States, showed off his familarity with
Mise Date)  (Time:
American history and pop culture on Tuesday night.
Coreference:
Mention T Corefrommrrmn s ™

President Xi Jinping of China, on his first state visit to the United States, showed off his familiarity with American
history and pop culture on Tuesday night.

Basic Dependencies:

sl B mﬁ;x‘ﬁ% . WéE(“ /—”m%ﬂo/@(ﬁm—d\\m‘

1 President Xi Jinping of  China, on his first state visit to the United States,

—nsub]

oo} case. conj
m;mmpqummqumams\ W “yamnd\ Ao mR N

showed off his familiarity with American history and pop culture on
| nmogimoa:
e
l—case .
Tuesday night.
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https://spacy.io
https://nlp.stanford.edu/software/

TEXT AS DATA: THE APPROACH

We are the measurement component for social science theory

— Theory provides the things to be measured
— Words and sometimes other things provide the data to measure them

— Language agnostic, evidentially behaviourist, structurally indifferent, shamelessly
opportunistic

— obsessed with counting words

If Discourse Analysis offers close reading, we will offer distant reading
Advantages
— Scales well

— Easy to integrate into existing models

— Can guide close reading later

Wwill
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TRANSCENDENTAL QUESTION

What are the conditions for the possibility for
taking a TADA approach

In plainer language:

— How could this possibly work?

An uncharacteristically dashing Kant
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BIG PICTURE

There is a message or content that cannot be directly observed, e.g.

— the topic of this talk
— my position on some political issue

— the importance of defence issues to a some political party
and behaviour, including linguistic behaviour, e.g.
— yelling, writing, lecturing

which can be directly observed.

Although language can do things directly - inform, persuade, demand, threaten, (Austin, 1962) —
we'll focus on its signal properties: expressed message and its words. ..
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COMMUNICATION

To communicate a message 0 (or Z) to a
producer (the speaker or writer) generates words
of different kinds in different quantities

For models: the generative mode

To understand a message the consumer (the
hearer, reader, coder) uses those words to
reconstruct the message

For models: the discriminative mode

. Tiber flow with much blood ...

. Tiber flow with much blood ...
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NOTATION: LOOKING AHEAD

WEe'll represent the sample of N words in a ‘plate’

And usually use Z as a categorical ‘message’ and 6 as a continuous one
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NOTATION: LOOKING AHEAD

WEe'll represent the sample of N words in a ‘plate’

And usually use Z as a categorical ‘message’ and 6 as a continuous one

We can read this several ways:

— causal: 6 causes those words to be generated
— statistical (general): There exists a conditional distribution of W given 0
— statistical (measurement): W' are conditionally independent given 0

— practical: Somewhere in the model is a table relating 6 to W

Wwill
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COMMUNICATION

This process is

— stable (Grice, 1993; Searle, 1995)

— conventional (Lewis, 1969/1986)

— disruptible (Riker et al., 1996)

— empirically underdetermined (Davidson, 1985; Quine, 1960)
How to model this without having to solve the problems of linguistics (psychology, politics) first?
Rely on:

— instrumentality

— reflexivity

— randomness
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CONVENTION

The difference between
TOP DEFINITION

— X means Y

beverage — Xisused to mean Y

What drinks are when they're not allowed somewhere.

Sign: "No food or beverages"

(Urban dictionary, 12 July 2021)
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COMMUNICATION: REFLEXIVITY

Politicians are often nice enough to talk as if they really do communicate this way

My theme here has, as it were, four heads. [...] The first is articulated by the word “oppor-
tunity” [...] the second is expressed by the word “choice” [...] the third theme is summed up
by the word “strength” [and] my fourth theme is expressed well by the word “renewal”.

(Note however, these words occur 2, 7, 2, and 8 times in 4431 words)
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COMMUNICATION: REFLEXIVITY

Politicians are often nice enough to talk as if they really do communicate this way

My theme here has, as it were, four heads. [...] The first is articulated by the word “oppor-
tunity” [...] the second is expressed by the word “choice” [...] the third theme is summed up
by the word “strength” [and] my fourth theme is expressed well by the word “renewal”.

(Note however, these words occur 2, 7, 2, and 8 times in 4431 words)

A couple months ago we weren’t expected to win this one, you know that, right? We
weren't...Of course if you listen to the pundits, we weren’t expected to win too much. And

now we’re winning, winning, winning the country — and soon the country is going to start
winning, winning, winning.
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Wi Captain, l'am
detecting large quantities
of win in'this sector.




COMPARISON PROBLEMS

Quantitative text analysis works best when language usage is stable, conventionalized, and

instrumental.

Implicitly, that means institutional language, e.g.

— courts
— legislatures
— op-eds

— financial reporting
Institution-specificity analyses inevitably create comparability problems, e.g. between

— upper vs lower chamber vs parliamentary hearings
— bureaucracy vs lobby groups (Kliiver, 2009)
— European languages (Proksch et al., 2019)

Wwill
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RHETORICAL INSTABILITY

We are going to design instruments to measure 6
and are going to assume that the 6 — W
relationships are institutionally stable

What if they aren’t?

Wwill
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RHETORICAL INSTABILITY

We are going to design instruments to measure 6
and are going to assume that the 6 — W o
relationships are institutionally stable

Partisanship of "iraq", Defense, 106th Congress

. . Request for $87 billion
24 Word is Democratic e

What if they aren’t?

Invasion

AOR)
St
i

War authorization

-10

4 Word is Republican

-15

1997 1999 2001 | 2003 2005
Year
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MEASUREMENT INSTABILITY

Google flu trends.
Predictive, until it
wasn’t.

(Lazer et al., 2014)

10 Google Flu Lagged CDC
Google Flu + (DC  ——— CDC
8 Google estimates more
than double CDC estimates
= 67
S
4]
2
07/01/09 07/01/10 07/01/11 07/01/12 07/01/13
150

Jue

1)

S
1

=3
1

Error (% baseline)
3
1

—50

Google starts estimating

F L D
Google Flu agged CDC high 100 out of 108 weeks

Google Flu + CDC

07/01/09 07/01/10 07/01/11 07/01/12 07/01/13

Data

Will Lowe 13.07.2021
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REFLEXIVE SOLUTIONS

Sometimes actors are happy to solve comparability problems for us, e.g.

— Lower court opinions (Corley et al., 2011) or Amicus briefs (Collins et al., 2015) embedded in
Supreme Court opinions

— ALEC model bills embedded in state bills (Garrett & Jansa, 2015)

A perfect jobs for text-reuse algorithms. ..
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COMMUNICATION: RANDOMNESS

Why randomness?

— You almost never say exactly the same words twice, even when you haven’t changed your
mind about the message.

— so words are the result of some kind of sampling process.

— We model this process as random because we don’t know or care about all the causes of

variation

Will Lowe 13.07.2021 20



COMMUNICATION: RANDOMNESS

Why randomness?

— You almost never say exactly the same words twice, even when you haven’t changed your
mind about the message.

— so words are the result of some kind of sampling process.

— We model this process as random because we don’t know or care about all the causes of

variation
Note:

— What is ‘signal’ and what is ‘noise’ is relative to your and the sources’ purposes
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COMMUNICATION: RANDOMNESS

Why randomness?

— You almost never say exactly the same words twice, even when you haven’t changed your
mind about the message.

— so words are the result of some kind of sampling process.

— We model this process as random because we don’t know or care about all the causes of

variation
Note:
— What is ‘signal’ and what is ‘noise’ is relative to your and the sources’ purposes

Also, we're all secretly Bayesians
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WORDS AS DATA

What do we know about words as data?

They are difficult

— High dimensional
— Sparsely distributed (with skew)

— Not equally informative

Wwill
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DIFFICULT WORDS

Example: Conservative party 2017 manifesto compared to other parties over four elections:

— High dimensional. 3784 word types (adult native english speakers know 20-35,000)
— Sparse. That’s about 23.5% the 16,083 word types deployed over these elections
— Skewed. Of these 1731 words appeared exactly once and the most frequent word 1757 times

Will Lowe 13.07.2021 22



DIFFICULT WORDS

Example: Conservative party 2017 manifesto compared to other parties over four elections:

— High dimensional. 3784 word types (adult native english speakers know 20-35,000)
— Sparse. That’s about 23.5% the 16,083 word types deployed over these elections
— Skewed. Of these 1731 words appeared exactly once and the most frequent word 1757 times

More generally: the Zipf-Mandelbrot law (Mandelbrot, 1966; Zipf, 1932)
F(W;) o< 1/rank(W;)*

where rank(.) is the frequency rank of a word in the vocabulary and «a ~ 1

This is a Pareto distribution in disguise
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DIFFICULT AT ALL SCALES

20000 Source
@ Cons 2017
Corpus
15000
>
(8]
c
E
o 10000
o
=
5000
]
0 Neave o
0 2500 5000 7500

rank

See Chater and Brown (1999) on scale invariance.
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TYPES AND TOKENS

More generally: the Heaps-Herdan Law states
that the number of word types appearing for the
first time after n tokens is

D(n) = Kn”

where K is between 10 and 100 and S ~ 0.5 for
English.

(All the party manifestos shown here)

word types

1000

100

10

10

100
tokens

1000

10000

Will
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FREQUENCY AND INTERESTINGNESS

Frequency is inversely proportional to substantive interestingness

Word  Freq. Word Freq. Word Freq.
1 the 21939 16078 1.83 1 20 people 1929
2 and 15747 16079  2.20 1 26 new 1507
3 to 15347 16080 1.35 1 27 government 1493
4 of 10850 16081 33.34 1 33 support 1212
5 we 7943 16082 1.71 1 34  work 1143
6 will 7930 16083 rigination 1 36 uk 1058

Top 10 Bottom ten Top ten minus stopwords
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DEALING WITH DIFFICULT WORDS

Removing stopwords, while standard in computer science, is not necessarily better...

Example:

— Standard collections contain, ‘him), ‘his, ‘her’ and ‘she’.

— Words youd want to keep when analyzing an abortion debates.

Wwill
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DEALING WITH DIFFICULT WORDS

For large amounts of text summaries are not enough.
We need a model to provide assumptions about

— equivalence

— exchangeability

Text as data approaches started off asserting equivalences, and ended up modeling with
increasingly sophisticated versions of exchangeability

Since ontogeny recapitulates phylogeny, let’s walk through some standard text processing steps,
asserting equivalences along the way...
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PUNCTUATION INVARIANCE

As I look ahead I am filled with foreboding. Like the Roman I seem to see ‘the river Tiber
flowing with much blood’...”
(Powell, 1968)
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PUNCTUATION INVARIANCE

As I look ahead I am filled with foreboding. Like the Roman I seem to see ‘the river Tiber

flowing with much blood’...”
(Powell, 1968)
index token index token
1 as 1 like
2 i 2 the
3 look 3 roman
4 ahead 4 i
5 i 5 seem
6 am 6 to
7 7
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LEXICAL UNIVOCALITY

type
as
look

ahead
am

count

[ T T =

token

like
the
roman

seem
to

count

— e e e

Wwill
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ORDER INVARIANCE

‘doc’1  ‘doc’ 2

type ahead 1 0
am 1 0
as 1 0
i 2 1
like 0 1
look 1 0
roman 0 1
seem 0 1
the 0 1
to 0 1

This is the notorious bag-of-words or exchangeability assumption
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COUNT DATA

We have turned a corpus into a contingency table.

— Or a term-document / document-term / document-feature matrix, in the lingo

ahead am i like  look

docl 1 1 20 1 er Baoa
doc2 0 0 1 1 0 “ee Gdocz

ﬂ.lhcz\d ﬁam ﬁl ﬂlil\c ﬁ]m)k

Everything you learned in your last categorical data analysis course applies here

— except that the parts of primary interest are not observed

Will Lowe 13.07.2021
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STATISTICAL ASSUMPTIONS
So what are we going to assume about the
word counts?

Word counts/rates are conditionally
Poisson:

W; ~ Poisson(A;)
E[W;] = Var[W;] = A,

WEe'll let model assumptions determine how
A is related to 0

— typically generating proportional
increases or decreases in A
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STATISTICAL ASSUMPTIONS ABOUT WORDS

The Poisson assumption implies that for
conditional on document length, word counts
are Multinomial:

Wi... Wiy ~ Mult(ml...V\Iiv|7Tl...7Tv,N,’)

Here
E[W]=Nn

and
Cov[Wj, Wi] = —-N;mjmy

Negative covariance is due to the ‘budget
constraint’ N;

Will Lowe 13.07.2021 33



ASIDE: ABSENCE

Statistical models of text deal with (some kinds of) absence as well as presence

We will be concerned with two kinds of absence:

— Not seeing a word used - a ‘zero count’

— Not seeing a document at all - ‘sample selection’

(roughly overlapping with item vs unit non-response)

Wwill
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ASIDE: ABSENCE OF WORDS

Not seeing a word used is fairly easy to deal with

— Zero counts are just counts that happen to
be zero

— Absence is informative to the extent it is
surprising

— Surprise implies expectations, and
expectations imply a model

Will Lowe 13.07.2021 35



ASIDE: ABSENCE OF TEXT

Not seeing a document is harder.
— What documents could we have seen but did not

— What would we have inferred about content had
we seen them?

Proksch and Slapin (2014) is a formal and treatment
of this problem for legislative debate (see also
Giannetti & Pedrazzani, 2016)

— institutionally specific, because sample selection
is a research design problem

PUNCH, OR THE LONDON CHARIVARL—Aru. 5, 1884

HOUSE ofi (o
U

l"l‘l‘\‘l”ws‘ Il “‘
; J

i
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UNITS OF ANALYSIS

Conventionally, text comes in the ‘documents’ and contains ‘words’, but these are terms of art.

You choose what is a document

—

—

documents
chapters
sections

window contexts
sentences

tweets

responses

You choose what is a word

—

contiguous letters separated by white
space

lemmas / stems
bigrams and n-grams
phrases and names
mentions of topics

expressions of positive affect

Anything we can count, really...

Will Lowe 13.07.2021
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UNITS OF ANALYSIS

General advice:

— Let the substance guide

— Keep your options open; whether a model is realistic is relative to purpose
Technical constraints:

— Some unit choices will enable (or rule out) certain models

— Some bags of words are baggier than others
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MODEL DECISIONS

For each research problem involving text DISCRIMINATIVE

analysis we need to ask: We sometimes see Z or 6 and can learn
— What structure does 6 or Z have? topic,

topic proportions, position P(6| Wi...Wy)

— What is observed, assumed, and inferred? from a corpus. Typically confirmatory

— relationship between 0 or Z and the words?

Which direction do we want to model? GENERATIVE

b
. Discriminative We don't see Z or 6 but can make
assumptions about how words are

— Generative
generated from them

P(Wi... Wy | 8)P(6)

PO | W;...Wy) = W W)

Typically exploratory
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TEXT AS DATA

Z0OM FATIGUE VERSION

— Text as data approaches to text analyses rely
on institutionalized language usage,

— They assume stable meaning-word relations,
— You to decide what a document or word is,

— Text’s skewed high-dimensional nature is
solved by with models

— Models may be discriminative or generative
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DOCUMENT CLASSIFICATION

Every document is on one of K topics / categories

We have a labeled ‘training’ sample

What are the rest about?
Labeled Documents Unlabeled Documents

Text
Classifier

Supervised
Feature _ Machine

Selection g Learning

Algorithm
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DOCUMENT CLASSIFICATION

Two sides of the one technology

— Tool for assigning topics to new document on the basis of labeled existing documents

— Tool for learning about how documents express topics in words
The first can be a useful research assistant

— We want the best classifier you can train. period
The second can generate insight

— We want the most interpretable parameters

Sometimes we can have these together. But not often...

We'll look at Naive Bayes, an old but serviceable generative model, and its alter ego a purely
discriminative model

Wwill
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NAIVE BAYES DOCUMENT CLASSIFICATION

D documents, each on topic Z = k of K

e} >@+T—@<+————O
w

This model is written generatively

— How to generate words in a document on
one topic

We will
— learn these relationships

— update our view of 6 with new documents

Wwill
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NAIVE BAYES DOCUMENT CLASSIFICATION

D documents, each on topic Z = k of K

e} >@+T—@<+————O
w

D

This model is written generatively

— How to generate words in a document on
one topic

We will
— learn these relationships

— update our view of 6 with new documents

GENERATION:

The proportion of documents of topic k is
P(Z=k) =6y

we have a prior over this

Then we'll estimate the probability that
topic k generates the ith word

Bix = P(W; | Z =k, B)
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NAIVE BAYES DOCUMENT CLASSIFICATION

D documents, each on topic Z = k of K

e} >@+T—@<+————O
w

D

This model is written generatively

— How to generate words in a document on
one topic

We will
— learn these relationships

— update our view of 6 with new documents

DISCRIMINATORY MODE

Of more interest is the topic of some
particular document { W}

P(Z=k[{W},B)

Infer this reversing the generation process
with Bayes theorem

Will Lowe 13.07.2021 44



EXAMPLE: AFFIRMATIVE ACTION

Example application: Evans et al. (2007) attempt to

— Discriminate the amicus briefs from each side of two affirmative action cases: Regents of the
University of California v. Bakke (1978) and Grutter/Gratz v. Bollinger (2003).

— Characterize the language used by each side

We will label the Plaintiff as ‘Conservative’ and the Respondents as ‘Liberal’

All told, Bakke included 57 amicus briefs (15 for the conservative side and 42 for liberals)
and Bollinger received 93 (19 conservative and 74 liberal).
(Evans et al., 2007)

The four briefs of Plaintiffs and Respondents formed the ‘training data’
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CLASSIFICATION

The document category is Z € {Lib, Con}
P(Z)=6 Prior probability
P{W}|Z)=]]P(W;| 2) The naive part
J
Words are assumed to be generated independently given the category Z

P(‘Affirmative Action’ | Z = ‘Lib’) = P(‘Affirmative’

Z = ‘Lib’) P(‘Action’ | Z = ‘Lib’)

Wwill
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CLASSIFICATION

The document category is Z € {Lib, Con}
P(Z)=6 Prior probability
P{W}|Z)=]]P(W;| 2) The naive part
J
Words are assumed to be generated independently given the category Z

P(‘Affirmative Action’ | Z = ‘Lib’) = P(‘Affirmative’

Z = ‘Lib’) P(‘Action’ | Z = ‘Lib’)
Classification here means doing something with

P(Z =Lib’ | {W})
Strictly speaking, this is just probability estimation; classification is a separate decision problem
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FITTING THE MODEL
PRIOR:
Estimating

P(Z =“Lib) =1~ P(Z = ‘Con’)

is straightforward:

— Count the number of ‘Lib’ documents and
divide by the total number of documents

LIKELIHOOD

Estimating
P(W;| Z =Lib’)

is also straightforward (though see
McCallum & Nigam, 1993)

— Compute the proportion of words in
‘Lib’ training documents that were
word j
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NAIVE BAYES

POSTERIOR

Use Bayes theorem to get the probability of, e.g. an amicus brief being ‘Lib’ given the words inside

Will Lowe 13.07.2021 48



NAIVE BAYES

POSTERIOR

Use Bayes theorem to get the probability of, e.g. an amicus brief being ‘Lib’ given the words inside

[T, P(W; | Z = Lib’) P(Z = ‘Lib))
I1; P(W; | Z ="Lib’)P(Z = ‘Lib’) + []; P(W; | Z = ‘Con’) P(Z = ‘Con’)

P(Z = Lib | {W}) =

Oof.

It will be easier to look at how much more likely the brief is to be ‘Lib’ than ‘Con’
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NAIVE BAYES

P(Z="Lib |[{W}) _ H P(W;| Z ="Lib’) y P(Z ="Lib’)

P(Z=‘Con’ | {W}) j P(W;|Z="Cor’) P(Z="‘Conr’)

Every new word adds a bit of information that re-adjusts the conditional probabilities
— Multiply by something greater than one: more ‘Lib’

— Multiply by something less than one: more ‘Con’

Wwill
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UBIQUITOUS LOG RATIOS

>

It’s often more useful to work with logged ratios of counts and proportions a.k.a. logits

log(2) ~ 0.69
log(0.5) ~ —0.69

Advantages:

— symmetrical

— interpretable zero point

— proportional / percentage increases and decreases

— Psychophysical and decision-theoretic motivations (see Zhang & Maloney, 2012)
— Measurement theoretic motivations (Rasch, IRT, Bradley Terry models etc.)

— Makes products into additions

Wwill
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NAIVE BAYES IN LOGS

- “Lib’ P(W; | Z = ‘Lib - ‘Lib
P(Z = ‘Lib’ | {W}) - Yo | i) | PE=Lb)

1 PR A,
%8 p(Z=Cor’ | {W}) P(W, | Z=Cor’) & P(Z="Con)

j

Every new word adds a bit of information that re-adjusts the conditional probabilities
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TINY EXAMPLE

Example: Naive Bayes with only word class ‘discriminat*’

Assume that liberal and conservative supporting briefs are equally likely (true in the training set)

P(Z = Lib) _
P(Z=‘Cor’)

and
P(W = ‘discriminat* | Z = ‘Lib’) = (26 +13)/(20002 + 18722) = 0.001

P(W = ‘discriminat*’ | Z = ‘Con’) = (70 + 48) /(17368 + 17698) ~ 0.003

Posterior probability ratio is about 3 to 1 in favour of the document supporting the conservative
side
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CONSERVATIVE VOCABULARY

Avg. Freq. Avg. Freq
per Lib.  per Cons.

Term* Brief Brief Chi® Interpretive Code Examples”

Conservative Words

PREFER* 2.83 41.79 39.18 Proceduralist; Race/Gender Neutral
Justice

BENIGN 0.07 1.17  36.14 Intent vs. Consequences; Constraint

DISCRIM* 14.86 25.04 24.13 Proceduralist; Race/Gender Neutral
Justice

PURPORT* 0.44 1.88  24.13 Skepticism

CLASSIF* 2.1 11.54 22.39 Proceduralist; Race/Gender Neutral
Justice

NARROW-TAILORING 0.05 0.96  19.73 Proceduralist; Strict Scrutiny

REJECT* 2.75 7.79  19.15 Oppositional Posture

JUSTIF* 2.39 12.79 1891 Proceduralist; Constraint

FORBID* 0.38 1.63 18.91 Proceduralist; Constraint; Race/Gender
Neutral Justice

PROHIBITS 0.13 0.71 18.08 Proceduralist; Constraint

RATIONALE 0.66 5.92 17.58 Proceduralist; Legalistic

AMORPHOUS 0.25 129 14.62 Proceduralist; Skepticism

RACE-BASED 1.08 10.46 10.59 Proceduralist; Pejorative counterpart to

liberal RACE-CONSCIOUS

Will Lowe 13.07.2021



LIBERAL VOCABULARY

Liberal Words

LEADERS 2.70
WORLD 3.00
NATION* 21.0
IMPACT* 4.13
EFFECTIVE 2.78
SOCIAL 6.84
COMMUNIT* 8.75
BUSINESS* 4.56
DESEGREGATION 2.34
GROW* 2.38
WORKFORCE 1.64
RACE-CONSCIOUS 7.14

0.13
0.42
7.04
1.04
0.75
1.71
1.75
0.58
0.17
0.33
0.00

1.50

31.03
18.74
17.90
17.49
16.54
16.05
15.35
10.28
10.24
10.24

9.81

7.80

— There are no identifiable uniquely partisan words

Impact; Development

Impact; Global

Impact; Communitarian

Impact

Impact; Effectiveness

Impact; Communitarian

Impact; Communitarian

Impact; Efficiency; Distributive Justice

Remedial Justice

Change; Development

Impact; Distributive Justice;
Development

Proceduralist; Euphemistic counterpart
to conservative RACE-BASED

— but these associations are stable in cases 28 years apart
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REAL DISCRIMINATION

Amicus brief from ‘King County Bar Association’ containing 3667 words and 4 matches to
disciminat*.

that "the state shall not [discriminate] against, or grant preferential treatment
the lingering effects of racial [discrimination] against minority groups in this
remedy the effects of societal [discrimination]. Another four Justices (Stevens

that "the state shall not [discriminate] against, or grant preferential treatment
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EVERY GENERATIVE MODEL

The posterior probability of a document being liberal is

[1;P(W; | Z = ‘Lib)P(Z = ‘Lib")
I1; P(W; | Z = ‘Lib)P(Z = ‘Lib’) + [T P(W; | Z = ‘Con’) P(Z = ‘Con’)

P(Z = Lib | {W}) =

but let’s do a little rearranging
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EVERY GENERATIVE MODEL

The posterior probability of a document being liberal is

[1;P(W; | Z = ‘Lib)P(Z = ‘Lib")
I1; P(W; | Z = ‘Lib)P(Z = ‘Lib’) + [T P(W; | Z = ‘Con’) P(Z = ‘Con’)

P(Z = Lib | {W}) =

but let’s do a little rearranging

”Z:MM{W”:I?&ﬁiﬁ
P(Z = Lib) P(W; | Z = ‘Lib)

“log—o— 20 L1
g 8 P(Z:(COI’I,) +§ 8 P(VVJ | Z:‘COH,)

which might remind you of a model you've seen before...
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HAS A DISCRIMINATIVE ALTER EGO

Say W is ‘discriminate’ and it occurs Cgiscriminate = 12 times in some document
then we’ll then add 12 lots of

P(discriminate | Z = ‘Lib’)
P(discriminate | Z = ‘Con’)

/—”discriminate = 10g

or

Cdiscriminate X ﬁdiscriminate

Wwill
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HAS A DISCRIMINATIVE ALTER EGO

Say W is ‘discriminate’ and it occurs Cgiscriminate = 12 times in some document
then we’ll then add 12 lots of

P(discriminate | Z = ‘Lib’)
P(discriminate | Z = ‘Con’)

ﬁdiscriminate = 10g

or
Cliscriminate X PBdiscriminate
so our final discrimination function has the form
1
1+exp(-7)
n=PRo+Cif1+Cofr+...+Cyfy

P(Z =“Lib | {W}) =

This is a logistic regression on the document term matrix (Jordan, 1995) a.k.a. ‘Maxent’

Wwill
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DISCRIMINATIVE DOCUMENT CLASSIFICATION

Naive Bayes and Logistic Regression are in some sense the ‘same model’

— As it happens, any exponential family choice for P(W; | Z) has logistic regression as its
discriminative model
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DISCRIMINATIVE DOCUMENT CLASSIFICATION

Naive Bayes and Logistic Regression are in some sense the ‘same model’

— As it happens, any exponential family choice for P(W; | Z) has logistic regression as its
discriminative model

For easy illumination but weaker classification performance:
— Naive Bayes
For less illumination but stronger classification performance:

— Regularized logit

— or Random forests, Support Vector Machines, etc.
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NAIVE BAYES AND LOGIT

o B
—»O
K

Y
(0] >@<+——@<+———O o———>0——»0
w Zz 0 w Z 0

K P N N
D D

Naive Bayes (generative) Logistic regression (discriminative)
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PERFORMANCE

Logistic regression is more focused

— No interest in P(W; ... Wy ). Words can be conditionally independent, or not. It just wants
the decision boundary
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PERFORMANCE

Logistic regression is more focused

— No interest in P(W; ... Wy ). Words can be conditionally independent, or not. It just wants
the decision boundary

Intuition:

class densities

p(x[C1)

p(xC2)

0.2 0.4

0.6

0.8

12

0.8

0.6

0.4

0.2

p(Cilz)

p(C2|r)

0.2

0.4

0.6

0.8

Wwill
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NAIVE BAYES AND LOGIT

But slower and hungrier

— 3 estimates converge at rate N, compared to log N for Naive Bayes’ probability ratios
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NAIVE BAYES AND LOGIT

But slower and hungrier
— 3 estimates converge at rate N, compared to log N for Naive Bayes’ probability ratios
Needs extra guidance to work well

— We fit Naive Bayes on four documents

— Logistic regression will requires regularization for that to work
Some natural regularization strategies are expressed as prior beliefs that coefficients are ‘small’

- ‘Ridge regression; a.k.a. L2:  f; ~ Normal(0, o)
— ‘Lassojaka. Ll:  Y;[Bj| <o
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NAIVE BAYES AND LOGIT

But slower and hungrier
— 3 estimates converge at rate N, compared to log N for Naive Bayes’ probability ratios
Needs extra guidance to work well

— We fit Naive Bayes on four documents

— Logistic regression will requires regularization for that to work
Some natural regularization strategies are expressed as prior beliefs that coefficients are ‘small’

- ‘Ridge regression; a.k.a. L2:  f; ~ Normal(0, o)
— ‘Lassojaka. Ll:  Y;[Bj| <o

Usually better

— Classification performance is usually better: lower bias, higher variance

— Interpretation is trickier

Will Lowe 13.07.2021
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THE MODEL TRADEOFF

This performance tradeoft is very general:

— By adding bias (strong assumptions about the data) we can reduce variance

— By adding flexibility we can reduce bias and have a more expressive model, but we’ll need
more and better data

The interpretation tradeoft is also general:

— Better statistical performance often leads to less interpretable models (Chang et al., 2009)

— We usually prefer the interpretable side!
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TEXT AS DATA

Z0OM FATIGUE VERSION

— Document classification models assume
each document has exactly one topic /
category

— Naive Bayes, a generative classifier, learns
how diagnostic each word is for each topic

— but may not classify so well...

— Logistic regression (and related models, e.g.

neural networks, support vector machines)
is the discriminative version

— but requires regularization to work well on
text data
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TOPICS IN DOCUMENTS

Topic proportions and

Documents ;
assignments

Seeking Life’s Bare (Genetic) Necessmes
COLD SPRING HARBOR, NEW YORK— “are not all that far Apart,

How comparison o the 7

gupne. notes Siv Anders i)

Gt coming up with o
b

a
tary views of the b
One rescarch
e

numbers

sequenced. ”
my newly <
Arcady M

ccular biol,
¢ Biorech
in Bertheslk

march precischy. those

* Genome Mapping and Sequenc- —
ing. Cold Spring Harbor, New York Stripping down. Compuler analysis yields an esii-
May 810 12 mate of the minimum madern and ancient ganomes.

SCIENCE = VOL

14 OMAY 1996

Will Lowe 13.07.2021

64



TOPICS IN DOCUMENTS

Topic proportions and
Documents assignments

re (Genetic) Necessities
. i

0 =[0.062, 0.062, 0.5, 0.33]

4 3 3 3 4 4 4 3 3 1

Z 2 3
foaming with much blood

W like the Roman I

see the River Tiber
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CONNECTING TOPICAL CONTENT TO POLITICS

We're usually interested in category proportions per unit (usually document), e.g.

— How much of this document is about national defense?
— What is the difference of aggregated left and aggregated right categories (RILE)

— How does the balance of human rights and national defense change over time?
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TALKING LIKE A NEWSPAPER

40

a0
20
PERCENTAGE

10

0

Progress Energy Devil's Bargain Runaway  Pyblic Not Cost Soft Paths
Independence Accountability Effective
PACKAGE

From Gamson and Modigliani (1989)

Will Lowe 13.07.2021 67



TALKING TO POLICE

4 0.50

Mean Rating
w
Standardized
Component Score
o o
3 &

-0.25

& C}@\ S
Qc} @& R &

&
&
& @eQ Q@ S

Community Member Race . black . white

From Voigt et al. (2017)
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MODELS FOR TOPICFUL DOCUMENTS

GENERATIVE VERSION DISCRIMINATIVE VERSION
®
K
O >@<+—O<+——O
B w z 6
K N Y
D —>O0——»0
w Z N 0
D

Topic models, e.g. Latent Dirichlet Allocation
— Learn f$ and 0 from W
- Bik = P(W; | Z = k) for all words

— Infer Zs

Dictionary-based content analysis
— Assert (not learn) f
— Bix=P(Z=k[W;p)e{0,1}
— Infer Zand 0
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DICTIONARY

Here’s an excerpt from the Economy section of the dictionary in Laver and Garry (2000)

state reg market econ

accommodation assets

age bid
ambulance choice*
assist compet*

benefit constrain*
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DICTIONARY

Here’s an excerpt from the Economy section of the dictionary in Laver and Garry (2000)

state reg market econ w P(Z = ‘state reg’ | W) P(Z = ‘market econ’| W)
accommodation assets age 1 0
age bid —  benefit 1 0
ambulance choice* . .
assist compet* assets 0 1

benefit constrain* bid 0 1
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DICTIONARY

Here’s an excerpt from the Economy section of the dictionary in Laver and Garry (2000)

state reg market econ w P(Z = ‘state reg’ | W) P(Z = ‘market econ’| W)
accommodation assets age 1 0
age bid —  benefit 1 0
ambulance choice* . .
assist compet* assets 0 1
benefit constrain* bid 0 1

With this kind of confidence, estimating 0y is straightforward

YYP(Z=k|W) >; I[ W; matches k]|
Y YNP(Z=j|W) 3, I[W; matches anything]

Will Lowe 13.07.2021 70



GENERATION

This is the P(Z | W) is the discrimination (comprehension) direction

— What does this correspond to in the generative direction?
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GENERATION

This is the P(Z | W) is the discrimination (comprehension) direction

— What does this correspond to in the generative direction?

The data ‘must’ have been
generated like this for arbitrary
probabilities a, b, ¢, d, ... ..

Robust to all kinds of generation
probabilities

Because the real information is in
the zeros.

And this is where things get tricky...

‘state reg’  ‘market econ’
P(W = “age” |Z) a 0
P(W = “benefit” | Z) b 0
P(W = “assets” | Z) 0 c
P(W = “bid” | Z) 0 d
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TOPIC MODELS

Turning to the generative mode...

We will try to learn 0 and f3,and infer Z, on the basis of W and model assumptions
— This is a difficult problem without more constraints

We'll add them by asserting some prior expectation on the 3 and 6 via Latent Dirichlet Allocation
(Blei et al., 2003)

1 T T o B ~ Dirichlet(7)
l W; ~ Multinomial(fz,-¢,1)
é >@¢+——O<+—O
K B w Z N 0 0, ~ Dirichlet(a)

N
2

Multinomial(64, N)
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TOPIC MODEL TRAINING

Topic models can be quite time consuming to estimate.
— Lots of coupled unknowns all at once
Intuition:

— Any set of parameters make the observed word counts more or less probable
— If we knew the Z’s then estimating 3 and 8 would be straightforward
— If we new f and 6 then estimating Z would be straightforward

— So alternate between these steps

This simple approach is called Gibbs sampling

A more complete machine learning course will tell you all about it and its alternatives; we won’t
linger...

Will Lowe 13.07.2021 73



OUTPUT: f3

Topic (Short Label)

Keys

1. Judicial Nominations

2. Constitutional

3. Campaign Finance

4. Abortion

5. Crime 1 [Violent)

6. Child Protection

7. Health 1 [Medical]

8. Social Welfare

9. Education

10. Military 1 [Manpower]

11. Military 2 [Infrastructure|
12. Intelligence

13. Crime 2 [Federal|

14. Environment 1 [Public Lands]
15. Commercial Infrastructure
16. Banking / Finance

17. Labor 1 [Workers|

From Quinn et al. (2007)

nomine, confirm, nomin, circuit, hear, court, judg, judici, case, vacanc
case, court, attornei, supreme, justic, nomin, judg, m, decis, constitut
campaign, candid, elect, monei, contribut, polit, soft, ad, parti, limit
procedur, abort, babi, thi, life, doctor, human, ban, decis, or

enfore, act, crime, gun, law, victim, vielenc, abus, prevent, juvenil

gun, tobacco, smoke, kid, show, firearm, crime, kill, law, school

diseas, cancer, research, health, prevent, patient, treatment, devic, food
care, health, act, home, hospit, support, children, educ, student, nurs
school, teacher, educ, student, children, test, local, learn, district, class
veteran, va, forc, militari, care, reserv, serv, men, guard, member
appropri, defens, fore, report, request, confer, guard, depart, fund, project
intellig, homeland, commiss, depart, agene, director, secur, base, defens
act, inform, enfore, record, law, court, section, crimin, internet, investig
land, water, park, act, river, natur, wildlif, area, conserv, forest

small, busi, act, highwai, transport, internet, loan, credit, local , capit
bankruptci, bank, credit, case, ir, compani, file, cand, financi, lawyer
worker, social, retir, benefit, plan, act, employ, pension, small, employe

Note: only the top most probable words are shown and topic labels are manually assigned.
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Ok

OUTPUT

Defense [Use of Force]

Irag War authorization

fbu Ghalb

Iraq supplemental $875

Kosovo vithdrawal

Kosovo bombing

ragi dsarmament

T

T

T

T

T

120000 —

100000 —+

T T T
=3 5 =
S 5 s
S 3 3
S s S
< 3 ]
SPIOM JO JaquINN

20000

002 ‘22 AON
002 ‘€2 dog
002 ‘52 Inf

002 ‘92 AeN
002 ‘L2 BN
¥00Z ‘92 uer
€002 ‘L2 AON
€002 ‘82 dos
€002 ‘0€ NP

€002 ‘L€ BN
€002 10 v
€002 ‘1€ uep
2002 ‘20 920
2002 ‘€0 PO
2002 ‘¥0 by
2002 ‘G0 unp
2002 ‘90 dy
2002 ‘50 9@
1002 ‘20 920
1002 ‘80 PO
1002 ‘60 By
1002 ‘0} unp
1002 ‘L1 Jdy
1002 ‘04 de4
000z ‘Z} 22
0002 ‘€4 O
0002 ‘v 1 By
0002 ‘G} unp
0002 9} dy
000Z ‘G4 9o4
6661 ‘L1 200
6661 ‘81 10O
6661 ‘61 by
6661 ‘02 unp
6661 12 dv
6661 ‘02 94
8661 ‘22 220
8661 ‘€2 100
8661 ‘¥2 bny
8661 ‘Gz unp
8661 ‘92 1y
8661 ‘G2 04
1661 ‘22980
1661 ‘82 PO
2661 ‘62 by
2661 ‘0g unp
2661 10 ke
1661 ‘20 BN
1661 “L0 uer

From Quinn et al. (2007)
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INTERPRETING TOPICS

Ideally wed like to be able to say: “make topic k about defense”
— But we've left all the 0s and s free to vary
This level of control is an unsolved problem
— see e.g. KeyATM, Seeded Topic Models, and a lot of other variants

We can after the fact assign our own labels the topics, and hope some are topics that we want.

We are fitting the exploratory form of dictionary-based content analysis

How to evaluate our new topic model?
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EVALUATION

There are two main modes of evaluation:

— Statistical

— Human / substantive
and two natural levels

— The model as a whole: model fit, K, and topic relationships

— Topic structure: word precision, topic coherence

Overall message: These are not yet well aligned

— We will emphasize substance and topics

Wwill

Lowe 13.07.2021
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CONSTRUCT VALIDITY

Procedure

Agglomerative Clustering of 42 Topic Model

— Choose K

— Fit model

78
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MODEL FIT

Since documents are assumed to be bags of words, then we can

— set aside some proportion of each document
— fit a topic model to the remainder

— ask how probable the held out parts are under the model
The stm package calls this ‘heldout likelihood by document completion’

— Returns the average log probability of the heldout documents’ words
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CHOICE OF K

Held-Out Likelihood

Semantic Coherence

-7.78

-7.86

-65

-75

|

Diagnostic Values by Number of Topics

Held-Out Likelihood

I T T T T
10 15 20 25 30

Number of Topics (K)

Semantic Coherence

T T T T T
10 15 20 25 30

Number of Topics (K)

Residuals

Lower Bound

80 95

6.5

-23500000

I

Residuals

T T T T I
10 15 20 25 30

Number of Topics (K)

Lower Bound

|

|

T T T T T
10 15 20 25 30

Number of Topics (K)
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CHOICE OF K

The results presented in this paper ... assume there are 43 topics present in the data. I varied
the number of assumed topics from only five topics, up to 85 different topics. Assuming too
few topics resulted in distinct issues being lumped together, whereas too many topics results
in several clusters referring to the same issues. During my tests, 43 issues represented a

decent middle ground.
(Grimmer, 2010)
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CHOICE OF K

The results presented in this paper ... assume there are 43 topics present in the data. I varied
the number of assumed topics from only five topics, up to 85 different topics. Assuming too
few topics resulted in distinct issues being lumped together, whereas too many topics results
in several clusters referring to the same issues. During my tests, 43 issues represented a

decent middle ground.
(Grimmer, 2010)

We can be realists or anti-realists about topics

— Anti-realism: topics are ‘lenses’

— Realism: topics are real discourse units, e.g. themes, categories, etc.
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CHOICE OF K

The results presented in this paper ... assume there are 43 topics present in the data. I varied
the number of assumed topics from only five topics, up to 85 different topics. Assuming too
few topics resulted in distinct issues being lumped together, whereas too many topics results
in several clusters referring to the same issues. During my tests, 43 issues represented a

decent middle ground.
(Grimmer, 2010)

We can be realists or anti-realists about topics

— Anti-realism: topics are ‘lenses’

— Realism: topics are real discourse units, e.g. themes, categories, etc.
We can try to be realists about the conditional independence assumption
— Once we know the topic indicator, remaining word variation is just random — unpredictable

That’s seldom true for mundane linguistic reasons
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HUMANS IN THE LOOP

Chang et al. (2009) suggested two manual coded measures of precision

Precision for words Topic precision
WORD INTRUSION ToPIC INTRUSION
Choose five words from B and one from fp’ Choose
— What proportion of raters ‘agree’ with — A snippet of text from a document
the model about which word is the — labels for three topics that have high 6 for it
‘intruder’?

— label for one low 0 ‘intruder’ topic j

Proposed measure Raters identify i the ‘intruder’ topic

s Proposed measure
> 1[s chooses ;]
S

|-

13 9;
ZYlog -2
s 2loeg,
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HUMANS OUT OF THE LOOP

Precision for words Precision for topics
FREQUENCY SEMANTIC COHERENCE
- p¥is high — Two words that tend to appear in

documents together should probably be in

Excrusivity . .
the same topic (Mimno et al., 2011)

— High precision words make

well-separated topics — Computed for the M most probable words

in each topic
k
— 5 10 2V V1
Zj¢kﬁi - & D(Vik)

FREX

— A weighted average of exclusivity and
frequency (favouring exclusivity)
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SEMANTIC VS STATISTICAL MEASURES

New York Times

0.80 -

0.75 -

0.70 -

0.65 -|
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-1.0-

=15

-2.0

-25

\'\0
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726 -7.24 -752 -750 -7.48 -7.46 -7.44 -7.42 -7.40
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Model
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Number of topics
® 50
@ 100
@® 150
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GAMSON AND MODIGLIANI REDUX

23: Nuclear energy as resource
13: Nuclear power — economy
24: 3 mile island
15: Nuclear power plant
5: US Politics
1: Nuclear war threat
14: Gulf Wars, Iraq & US foreign policy
4: North Korea
6: Iran
2: Chernobyl & Fukushima
11: Nuclear waste — submarine
7: Cold War
25: Films and music
19: Nuclear weapons
12: Protests against nuclear energy
16: Non—substantial / linguistic style
21: Nuclear weapon materials
3: India & Pakistan
20: NATO
9: Atomic Energy Commission
17: Scientific development
10: New York (local news)
18: Geneva treaty
8: Research (universities)
22: Book reviews / fiction

9: Nuclear power — y

8: Nuclear power —

10: US politics
7: Nuclear proliferation

6: Films and music
5: Nuclear weapons tests

3: Cold War

2: News summaries / "Inside The Times"

1: Atomic Energy Commission

4: Book reviews

from van Atteveldt et al. (MS)
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EXPLAINING TOPIC PREVALENCE

Often we want to both measure but also explain
the prevalence of topic mentions
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EXPLAINING TOPIC PREVALENCE

Often we want to both measure but also explain
the prevalence of topic mentions

Example: What are the effects of a Japanese
house electoral reform on candidate platforms?
(Catalinac, 2018)

— Fit a topic model to LDP platforms

— Extract two topics that look like ‘pork’ and
‘policy’

— Average these per year and plot

— Compare relative prevalence to electoral
change timeline

Wwill
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EXPLAINING TOPIC PREVALENCE

Often we want to both measure but also explain
the prevalence of topic mentions

Example: What are the effects of a Japanese
house electoral reform on candidate platforms?
(Catalinac, 2018)

— Fit a topic model to LDP platforms

— Extract two topics that look like ‘pork’ and
‘policy’

— Average these per year and plot

— Compare relative prevalence to electoral
change timeline

o8

First Election Under MMM

Policy

Pork /./'\.
A ey

05

04

Proportion of Discussion

02

1986 1990 1993 1996 2000 2003 2005 2009

Figure 1. LDP candidates switched to more policy and less pork in the 1993
election and continued with this strategy under MMM. This figure plots the
mean proportions of discussion devoted to pork and policy, respectively,
in the 2,355 P by LDP i in these eight
elections.
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STRUCTURAL TOPIC MODEL

If we like some of the topics, we might want to know how they vary with external information,
e.g.

— How does rate of topic 3, say ‘defence) change with the party of the speaker?
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STRUCTURAL TOPIC MODEL

If we like some of the topics, we might want to know how they vary with external information,
e.g.

— How does rate of topic 3, say ‘defence) change with the party of the speaker?
This is a regression model (Roberts et al., 2014) with

— speaker party indicator, convariates etc. as X (observed)
— proportion of the speech assigned to topic 3 as 05 (inferred, not observed)
— The words W (observed)

’YT T¢>
SNSRI S
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EVEN MORE TOPIC MODELS

There’s a small industry developing new types of topic model
— A brief search will acquaint you with more than enough to play with

Check if they have stable code!
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TEXT AS DATA

Z0OM FATIGUE VERSION

— Topic models assume each document
contains a mix of different topics

— It attempts to infer both the proportion of
each topic per document and the
topic-word relationship (or ‘dictionary’)

— Structural topic models allow the proportion
of each topic to depend on features of each
document

— If the topic-word relationship is known we
get ‘dictionary-based content analysis’
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SCALING DOCUMENTS
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PROJECTION?

“what would you say if you saw this in another country?” (Brendan Nyhan)

Median party

Democratic
Party
Labour
(Britain)
The Left
(Germany) Q

Greens
(Germany)

O Moder;
(S

Social Democratic
Labour Party (Sweden)

D

ate Party
eden)

Conservative
Party (Britain)

O

o

Conservative
Democratic Party
(Switzerland)

Conservative
Party (Canada)

Alternative for
Q Germany
O Republican Party for Freedom
Party (Netherlands)

Freedom Party
(Austria)

Note: Circles sized by the percentage of the vote won by the party in the latest election in this data. Only
parties that won more than 1 percent of the vote and are still in existence are shown. We analyzed parties
in a selection of Western European countries, Canada and the United States.

New York Times 26.06.2019
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SCALING

Often it’s useful to think of documents living in a space

— Think of a row in the document term matrix as a

vocabulary profile, e.g. by normalizing the counts o >@<«——O

— This is a point in a (very high-dimensional) space

D

— Which has distances to every other document in that

space One dimensional scaling

But we can also collapse them down into a smaller space,
e.g. to 1 or K dimensions: 0

— Often we think they really live there

— Sometimes it’s just visualization B w 0

All we have is a term document matrix W (and D
assumptions)

K-dimensional scaling
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WHERE POSITIONAL INFORMATION LIVES

Word
Party Wirtschaft  soziale  Foérderung
2002 FDP 14 4 15
CDU 1 8 20
SPD 15 9 10
PDS 7 16 9
Griine 2 41 12

Assumptions:

— Position does not depend on document length

— Position does not depend on word frequency
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WHERE POSITIONAL INFORMATION LIVES

Word
Party Wirtschaft  soziale  Foérderung
2002 FDP 14 4 15
CDU 1 8 20
SPD 15 9 10
PDS 7 16 9
Griine 2 41 12

Assumptions:

— Position does not depend on document length

— Position does not depend on word frequency
Implication

— table margins are uninformative
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WHERE POSITIONAL INFORMATION LIVES

Word

Party

Wirtschaft  soziale

Forderung

2002 FDP
CDU
SPD
PDS
Griine

14 4
1 8
15 9
7 16
2 41

15
20
10

9
12

That leaves only association structure.
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WHERE POSITIONAL INFORMATION LIVES

Word
Party Wirtschaft ~ soziale = Forderung
2002 FDP 14 4 15
CDU 1 8 20
SPD 15 9 10
PDS 7 16 9
Griine 2 41 12

That leaves only association structure.

The CDU uses *Wirtschaft’ (business) 11/8 = 1.38 times more than ’soziale’ (social).

Wwill
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WHERE POSITIONAL INFORMATION LIVES

Word

Party =~ Wirtschaft  soziale Forderung

2002 FDP 14 4 15
CDU 1 8 20
SPD 15 9 10
PDS 7 16 9
Griine 2 41 12

The FDP uses *Wirtschaft’ (business) 14/4 = 3.5 times more than ‘soziale’ (social).

Will Lowe 13.07.2021 95



WHERE POSITIONAL INFORMATION LIVES

Many (N —1)(V -1) small but relevant facts about relative proportional emphasis

1. FDP’s emphasis on ‘Wirtschaft’ over ‘soziale’ is 3.5/1.375 = 2.55 times larger than that of the
CDU.

2. CDU’s emphasis on ‘Wirtschaft’ over ‘soziale’ is 0.82...

3. ...

You might recognize 2.55 and 0.82 and so on as odds ratios

P(Wirtschaft | FDP) [ P(Wirtschaft |CDU) 14 /11
P(soziale | FDP) P(soziale|CDU) 4/ 8

which are delightfully indifferent to document lengths and word frequencies.!

1Add k the frequency of ‘Wirtschaft, keeping the odds ratio the same, and notice that it just adds (some function of) k

to both numerator and denominator, which cancel.
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WHERE POSITIONAL INFORMATION LIVES

Actually this is where all substantively interesting information in document term matrices lives
— where else is there?
Any kind of text model, e.g. a topic model

— implies constraints on how these odds ratios can vary

— reduces the dimensionality of word distributions to a lower than V space

So let’s think about building a model of them from first principles
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MODELING THE ASSOCIATIONS

First we'll assume that each Cj; is Poisson distributed with some rate y;; = E[Cj;]

Cij ~ Poisson(pij)
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MODELING THE ASSOCIATIONS

First we'll assume that each Cj; is Poisson distributed with some rate y;; = E[Cj]
Cij ~ Poisson(pij)

There are two log-linear models of any contingency table

log pij = a; + Y (boring)
=a;+ Y+ Ay (pointless)

Wwill
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MODELING THE ASSOCIATIONS

First we'll assume that each Cj; is a Poisson distributed with some expected rate

Cij ~ Poisson(pij)

There are two log-linear models of any contingency table

log uij = a; + v (independence)

=a;+y;+ A (saturated)

Wwill
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MODELING THE ASSOCIATIONS

First we'll assume that each Cj; is a Poisson distributed with some expected rate

Cij ~ Poisson(pij)

There are two log-linear models of any contingency table

log uij = a; + v (independence)

=a;+y;+ A (saturated)

All the relative emphasis, all the odds ratio information, and all the position-taking is in A

Reminder:

— Inlog linear model land, the matrix of A values is just the same size as C

— but the influence of the row and column margins has been removed by « and y
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INFER DIMENSIONAL STRUCTURE

Intuition: A has an orthogonal decomposition

A =@zBT (SVD)
u T
= 2 00m)O(m) B(m)
~0apT (Rank 1 approx.)

0 are document positions
B are word positions
o says how much relative emphasizing is happening in this dimension
So our final model is (Goodman, 1979, 1981)
log uij = a; +yj + 0;0B;
(we'll keep the o explicit for later)

Wwill
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SINGULAR VALUE DECOMPOSITION

Left singular vector of A
N J k

Singular value Right singular vector of A

Uk

>
u

where Ais our A, U is our § and V is our

In practice we'll fit it by coordinate ascent, with 8 constrained to mean 0, variance 1.
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THIS IS A VERY GOOD IDEA

Everybody has it...
— Ecology, archaeology, psychology, political science
and has been having it since Hirschfeld (1935), as

— the RC Association model (Goodman, 1981)
— Wordfish (Slapin & Proksch, 2008)
— Rhetorical Ideal Points (Monroe & Maeda, 2004)

Wwill
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THIS IS A VERY GOOD IDEA

Everybody has it...
— Ecology, archaeology, psychology, political science
and has been having it since Hirschfeld (1935), as

— the RC Association model (Goodman, 1981)
— Wordfish (Slapin & Proksch, 2008)
— Rhetorical Ideal Points (Monroe & Maeda, 2004)

That was just algebra — why is this a very good idea?

Wwill
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SPATIAL TALKING

How often will the Free Democrats (FDP) say ‘Wirtschaft’?

log U bWirtschaft

St

PpprDs PGriinen PSPD Prpp Pcou

2
1 _ 1 (pz - bWirtschaft)
08 Ui Wirtschaft = i T CWirtschaft — 5 f

2 2
= [ri —Pi/V] + [CWirtschaft - bWirtschaft/v] + pi l/V bWirtschaft
— —— —, ——
a; Vsoziale 0; 0 Bwirtschaft

Wwill
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SPATIAL TALKING

How much should the Greens say
‘Wirtschaft’ or ‘soziale’ in N;
words?

Condition on Nj to get a choice
model (Baker, 1994; Clinton et al.,
2004; Lang, 2004)

— A multinomial logistic
regression

Wwill
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SPATIAL TALKING

How much should the Greens say
‘Wirtschaft’ or ‘soziale’ in N;
words?

Condition on Nj to get a choice
model (Baker, 1994; Clinton et al.,
2004; Lang, 2004)

— A multinomial logistic
regression

108 u ﬂsoziale ﬁWirtschaft

I

GPDS eGrﬁnen QSPD GFDP QCDU

This is a discriminative formulation:

TTi Wirtschaft 4
10g =y + eiﬁWirtschaft/soziale
Ti,soziale

where ﬁWirtschaft/soziale = ﬁWirtschaft - Bsoziale

Wwill
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AN IMPORTANT SPECIAL CASE

There are only two words, or topics, or whatever we have decided to count (Lowe et al., 2011)

0 o IOg ( Ci,Wirtschaft )

Ci,soziale
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AN IMPORTANT SPECIAL CASE

There are only two words, or topics, or whatever we have decided to count (Lowe et al., 2011)

0 IOg ( Ci,Wirtschaft )

Ci,soziale

Put another way, the model we have derived is a generalization of the log ratios we have been
seeing previously, to

— more than two

— perhaps variably informative

things we can count, wrapped up as a statistical model
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IF YOU CAN COUNT IT

...we can scale it
This model works for counts
— all word counts
— counts of a vocabulary subset, e.g. positive and negative affect words

— manually assigned topic counts, e.g. a manual coding exercise

— machine-derived topic counts , e.g. N;0; (re-inflated counts) from a topic model
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INTERPRETATION

What is this dimension anyway?

— Whatever maximizes the likelihood
— The optimal single dimensional approximation of the space of relative emphases

Substantively...we have to look

— Which words have high and low s?
Not everything has to be a dimension

— but it does for a scaling model!
Difficult cases:

— Sentiment, Euroskepticism, Ethnic appeals
— Populism and anti-system parties. Are they well understood as ideological?

— Government and opposition. Naturally polar but not necessarily ideologically so

Wwill
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All the budget speeches in
independent Irish history, scaled.
(Example courtesy of Ken Benoit)

— Budgets are about spending
money on things

— Those things change over time

— The model cannot know

T T T T T T T
-15 -1.0 -0.5 0.0 0.5 1.0 1.5

Estimated position
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PARTYING IN TWO DIMENSIONS

Dimension 2 (17.1%)

0.5

0.0

-0.5

ACDU/CSU 1994

ACDU/CSU 1998

ASPD 1998 ACDU/CSU 2005
SPD 2005
A~ " CDUI/CSU 1990 cou/csu afogV/csy 2002
SPD 1994 spD 2002 A
A A
ASPD 1990
£O/Greenss%)909% 5
oS 1oeEt 2005 APPS 2002 ¢
A | Leddd 1994
A0/Greens 1gamGreens 2005.
APPS:1990 A90[SPéBrRerBR002
AGreenleO 1990
AFDRQQMQM
FDP 1998
FDPA990
A
T T T T T
-1.0 -0.5 0.0 0.5 1.0

Dimension 1 (34.9%)
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LIFE SKILLS

How to read a biplot:

— Documents points are closer when using words/topics similarly

— Words points are closer with similar document profiles

— a document or word/topic used exactly as often as we would expect by chance is at 0,0
— Document vector: arrow from 0,0 to a document point

— Word/topic vector: arrow from 0,0 to a word/topic point

— Vectors are longer the more their usage diverges from chance

— Angle between a word vector and document vector: how much a document preferentially
uses the word
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TEXT AS DATA

Z0OM FATIGUE VERSION

— Scaling models place documents and words
in a latent space

— They are the reduced form of a spatial
talking model with quadratic utilities

— Their induced dimensions need to be
interpreted cautiously

— Multiple orthogonal dimensions can also be
extracted and plotted in a ‘biplot’

— Discriminative versions of scaling models
are an open research problem
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