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Most empirical researchers and decision makers are interested in causal questions: 

x Does exposure to violence change people’s attitude towards peace?  
x How does information about migration impact on people’s political 

preferences?  
x Are AI algorithms racially biased?  
x Does foreign aid improve human rights?  

In recent years, methodological research on causal inference based on directed acyclic 
graphs (DAGs) and potential outcomes has fundamentally altered and expanded our 
knowledge on how to answer such questions. 

In this workshop, we will use DAGs to highlight crucial assumptions for answering such 
questions and to explain sources of bias, and we will discuss the use of various R 
packages for sensitivity analysis.  

We will first discuss what differentiates causal from other kind of questions. We will 
then discuss the graphical (DAG-based) “back-door criterion” that allows us to judge 
whether statistical adjustment for control variables is sufficient to estimate causal 
effects. We will discuss the nature of unobserved confounding and how one can use 
sensitivity analysis in R to probe whether estimates are plausibly causal. We will then 
look deeper into post-treatment bias, that is, bias introduced by controlling for “too 
many” variables that are influenced by the independent variable of interest. 

Problems with post-treatment variables lead us to the (valid) statistical analysis of 
causal mechanism. We discuss the definition and interpretation of direct and indirect 
effects, under what circumstances such effects can be estimated by adjusting for 
mediators, and how sensitivity analysis can be used to assess bias in these cases. 

Finally, we consider instrumental variables as a prominent approach to estimate causal 
effects when there is unobserved confounding. We discuss graphical conditions for 
valid instrumental variables, basic estimation, and sensitivity analysis.  



Depending on participants' interests and if time permits, we can also discuss modern 
approaches to panel analysis or the causal foundations of missing data adjustments.  

Much of the workshop will be “pen-and-paper-” and discussion-based, but some (very) 
basic knowledge of R and linear regression is required.  
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